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SUMMARY

( Two methods proposed by a EC group in order to determine whether a Candidate Method can be considered equivalent to the European Reference Method are described and used (September 2003 and October 2004 versions of the EC Guidance to Equivalence Demonstration). Both have been applied to PM10 data collected from an intercomparison exercise, which has been ongoing in the UK since 1999.

( Both methods are based on similar approaches: Deviations from an orthogonal linear relationship are used to test the equivalence of the TEOM to the European gravimetric reference method (1) considering the degree of scatter in the data and (2) considering how the fitted linear relationship is far from the y = x line.
( Despite significantly different results, both methods lead to the same conclusion: the TEOM fails the equivalence test. The ‘expanded uncertainties assigned to the Candidate Method’ are higher using the procedure of the final draft version (October 2004). The use of the fitted linear orthogonal regression rather than the 1.3 factor does not improve the results. Results show the large intersite differences.

( An outlier is defined as “an observation that does not conform to the pattern established by other observations”. Those have a considerable impact upon linear regressions, and then upon the ‘expanded uncertainty’ assigned to the Candidate Sampler. The affect of these outliers has been investigated in the Port Talbot dataset.

( Parametric statistical tests for detecting outliers could not be used since the KFG:TEOM ratios for the Port Talbot data do not follow a normal distribution, even when the data are transformed. The effect of removing ‘visually obvious’ outliers, and increasing numbers of extreme data has been investigated. It is however possible that these points are not ‘true’ outliers, but correspond to particulate matter with a more important part of volatile material than usual at Port Talbot.

1. INTRODUCTION

The EC guidance for demonstration of equivalence of ambient air monitoring methods has the general aim of determining whether a candidate method can be considered equivalent to the reference method. This is broadly defined in terms of whether the candidate method is capable of fulfilling the Data Quality Objectives as specified in the relevant Daughter Directive.

Two methods are described and used. The first method is the one specified in the EC Guidance to Equivalence Demonstration document published in September 2003 and the second method, the one of the final draft version published in October 2004. Both have been applied to PM10 data collected from an intercomparison exercise, which has been ongoing in the UK since 1999. Approaches are described, and results are compared in the following report.

An examination of the impact of ‘outlier’ values is done for Port Talbot data.

2. DESCRIPTION OF MONITORING SITES

Collocated measurements of PM10 with TEOM and Kleinfiltergerat are available for the following sites.

· Belfast Centre: Urban Background

The site is located within a pedestrianised area of the city centre. The nearest road is approximately 15 metres from the site and provides access for goods deliveries only. The surrounding area is built-up with business and retail premises (typically 5 storeys high) creating street canyons.

· Glasgow Centre: Urban Background

The site is located within a pedestrianised area of the city centre. The nearest road is approximately 20 metres distance from the site and used for commercial access with an average traffic flow of 20,000 vehicles per day. The surrounding area is open with city centre business and retail premises bordering on three sides.

· Harwell: Rural

The site is located within the grounds of Harwell Science Centre surrounded by large open spaces encompassing agricultural land. The nearest road is for access to buildings on the site only and is approximately 300 metres away. Little or no traffic uses the access road.

· Marylebone Road: Kerbside

The site is located on the kerbside of a busy arterial route in central London with an average traffic flow of 90,000 vehicles per day. The surrounding area forms a street canyon. 

· Port Talbot: Industrial

The site is located within the grounds of a small hospital. The nearest road is 75 metres from the site (average traffic flow of 50,000 – 55,000 vehicles per day on weekday). The site is approximately 700 metres from a large steelworks, which is known to contribute to local levels of pollution.

· Thurrock: Urban Background

The site is located within an existing building approximately 35 metres from the kerbside of the nearest road (average traffic flow of about 9,000 vehicles per 12-hour). The surrounding area is generally open with local light industry.

3. MONITORING EQUIPMENT

Reference sampler – kleinfiltergerat (KFG)

The kleinfiltergerat (KFG) is a Low Volume Sampler, defined as one of the transfer reference samplers in EN12341.  Air at 2.3 m3.h-1 is sampled through a PM10 size selective sampling head. Sampling heads are regularly removed and cleaned with the impaction plate re-greased with silicon vacuum grease before being reassembled. The PM10 sampling head and filter holder are separate units.

Quartz fibre filters (Whatman QMA 47 mm diameter filters) have been used in this study for the collection of particulate matter. Pre-conditioning and post-conditioning of filters was undertaken in accordance with the requirements of EN 12341. Filters are equilibrated for 48 hours within an air-conditioned weighing room at a temperature of 20°C and a relative humidity of 50% before weighing on a balance with a resolution of 10 µg.

PM10 concentrations reported by the KFG are at ambient temperature and pressure, consistent with the requirements of DD1.

Candidate sampler – TEOM

The Tapered Element Oscillating Microbalance (TEOM) has been operating in the UK networks for more than 10 years. The particle mass is determined by continuous weighing of particles deposited onto a filter. The filter is attached to a vibrating hollow tapered glass element. The frequency of mechanical oscillation of this element is a function of its mass. Deposition of particles on the filter leads to changes in the mass of the element and results in changes of its frequency of oscillation. A microprocessor directly converts the vibration frequency to mass concentrations.

The flow rate through the analyser is controlled using thermal mass flow controllers and is automatically measured to determine the mass concentration. Air at 16.67 L min-1 is sampled through the sampling head and divided between the filter flow (3 L.min-1) and an auxiliary flow (13.67 L.min-1). The inlet is heated to 50°C prior to particles being deposited onto the filter in order to eliminate the effect of condensation or evaporation of particle water. An impactor is used as a size-selective inlet for PM10.

PM10 concentrations measured by the TEOM are corrected to STP conditions (293K, 101.3 kPa)

4. DATA INCLUDED IN THIS STUDY

A summary of KFG data used in this study is described in Table 1, and the summary of paired data described in Table 2.

	Site
	Commencement of sampling
	End of sampling
	N

	Belfast
	7 Feb. 2001
	7 Sept. 2002
	450

	Glasgow
	2 Dec. 1999
	30 Sept. 2002
	660

	Harwell
	29 May 1999
	16 Sept. 2002
	915

	Marylebone Road
	3 June 1999
	16 Oct. 2002
	930

	Port Talbot
	3 Sept. 1999
	11 Sept. 2002
	765

	Thurrock
	27 May 1999
	26 Sept. 2002
	759


Table 4.1: Summary of sampling periods of Kleinfiltergerat. N is the number of data available

	
	KFG data
	TEOM1 data
	Paired data2

	Belfast
	450
	439
	372

	Glasgow
	660
	856
	571

	Harwell
	915
	1023
	800

	Marylebone Road
	930
	961
	834

	Port Talbot
	765
	930
	675

	Thurrock
	759
	816
	612

	Total
	4479
	5025
	3864

including 2777 values above 15 µg.m-3


Table 4.2: Number of data available and paired data included in the comparison

1  Daily mean TEOM concentrations have not been calculated for days in which hourly concentrations are missing

2.  Paired data relate to the number of days on which coincident data are available.

5. DESCRIPTION AND APPLICATION OF SEPTEMBER 2003 METHOD

5.1. Method

The method of the “Field test programme” described in the “Demonstration of Equivalence of Ambient Air Monitoring Methods” (Methods for particulate matter) has been used.  The general requirements of the field test programme are as follows:

(i) A minimum of 4 comparisons or tests shall be performed.

(ii) Test sites shall be representative for typical conditions for which equivalence will be claimed, including:

· possible episodes of high concentrations, 

· episodes of high and low fractions of semi-volatile particles to cover the maximum impact of losses of semi-volatiles,

· episodes of high and low air humidity and temperature to cover any conditioning losses of semi-volatiles during the sampling process,

· episodes of high and low wind speed to cover any dependency of instrument’s inlet performance.

(iii) A minimum of 40 measurements averaged over a 24-hours shall be collected for each test.

(iv) Samplers and instruments shall be positioned in such a way that the effect of spatial inhomogeneity of the compound concentration in the sampled air is negligible in comparison with other uncertainty contributions.

(v) Both methods shall be operated under conditions reflecting practical application in the field, e.g., calibration intervals, flow checks, analysis of blank samples.

(vi) Of the full dataset at least 20% of the results shall be greater than or equal to the upper assessment threshold (30 ug/m3) specified in the relevant Daughter Directive.

(vii) Field tests shall be performed in which Candidate and Reference Methods are compared side-by-side in order to assess:

· the “between-sampler/instrument” uncertainty of the Candidate and Reference Methods (1),

· the “comparability” of the Candidate and Reference Methods (2).

Both will be used in the calculation of the “Combined Uncertainty” to be assigned to the Candidate Method (3) and in the determination of the “Expanded Uncertainty” of the Candidate Method (4). The latter is used for comparison to the data quality objective for the Reference Method stated in the European Directive 1999/30/EC for PM10.

5.1.1. Determination of the uncertainty of the Reference and Candidate Methods

The “between-instrument” uncertainties shall be determined through the use of two collocated samplers. These are calculated from the differences of all 24-hour results of the candidate samplers (or reference samplers) operated in parallel according to the following formula.
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where

yi,1 and yi,2 are the results of parallel measurements for a single 24-hour period (i)

n = number of 24-hour measurement results.

The “between-sampler/instrument uncertainty” shall be below 2 (g.m-3; otherwise equivalence shall not be declared for the Candidate Method when this condition is not satisfied.

The ”between-sampler/instrument uncertainty” shall be determined for each of the comparisons separately, for all results together, for two datasets obtained by splitting the full dataset according to PM concentrations: greater than or equal to, or below 50% of the upper assessment threshold specified in the Daughter Directive.

5.1.2.  Calculation of the uncertainty due to the “lack of comparability” between Candidate and Reference Methods

For the evaluation of the uncertainty due to the “lack of comparability” between Candidate and Reference Methods it is assumed that the relationship between measurements of both methods can be described by a linear relation of the form
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The relation between the results of the Candidate Method and those of the Reference Method is established using a regression technique that leads to a symmetrical treatment of both variables. An orthogonal regression (Major Axis) is advocated.

The general relationship describing the dependence of uc-s on xi is given by (amendment on the 9th of December 2003):
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where:


( b is the slope from orthogonal regression analysis
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 are the arithmetic means


( a is the intercept from orthogonal regression analysis
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( RSS is the sum of square residuals resulting from the orthogonal regression
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( k is a coverage factor used to calculate the expanded uncertainty. k = 2 for > 32 data pairs


( uref is the random uncertainty of the reference method; the value of ubs calculated for the application of the Standard Method in these tests may be used, supplemented with a contribution for uncovered contributions of  (1µg.m-3.


( n is the number of data pairs

The uncertainty uC_S shall be calculated for each of the comparisons separately, for all results together, for a dataset representing PM concentrations greater than or equal to 50% of the upper assessment threshold specified in the Daughter Directive.

5.1.3. Calculation of the “Combined Uncertainty” to be assigned to the Candidate Method

For all datasets the “Combined Relative Uncertainty” of the Candidate Method wc,CM is calculated by combining the contributions found in (1) and (2) as follows:
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For each of the datasets the uncertainty at the daily limit value wCM is calculated by taking as yi the concentration at the limit value:

yi = 50 µg.m-3
5.1.4. Calculation of the “Expanded Uncertainty” of the Candidate Method
For each of the datasets the “Expanded Relative Uncertainty” of the results of the Candidate Method is calculated by multiplying wc,CM by a coverage factor k reflecting the appropriate number of degrees of freedom resulting from the determination of wc,CM as
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k=2, when a large number of experimental results is available.

5.1.5. Conclusion

WCM is compared to the data quality objective for the Reference Method (i.e. 25%)

WCM ( 25%o: the Candidate Method is accepted as equivalent to the Reference Method

WCM > 25%: the Candidate Method is not accepted as equivalent method.

5.1.6. Application of correction factors or terms

When a value for b outside the range 0.9 to 1.1 is observed, it is permitted to apply a correction factor or term resulting from the regression equation obtained for the full dataset. The corrected values obtained shall satisfy the requirements for all datasets or subsets.

There are three situations:

(1) The slope is not significantly different from 1 but the intercept is significantly different from 0

(2) The slope is significantly different from 1, the intercept is not significantly different from 0

(3) The slope is significantly different from 1 and the intercept is significantly different from 0

In case (1) the value of the intercept may be used to correct all input values yi (yi, corr = yi – a). In case (2),  the value of the slope b may be used to correct all input values yi (yi, corr = yi/b). In case (3), either a term (case 1) or a factor (case 2) may be chosen to correct all input alues yi. Not both.

A new relationship is calculated using the resulting  yi, corr = c + dxi
Uc-s is then calculated as:

whether case (1)
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whether case (2)
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Where var(a) and var(b) are respectively the variance of the intercept and the variance of the slope from a Least Square regression analysis.
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5.2. Results
Because of the very large datasets available, it is considered that the general requirements are fulfilled (large ranges of concentrations, concentrations of semi-volatile particles, temperature, wind speed).

5.2.1. Uncertainty of the Reference and Candidate Methods

Co-located reference and candidate samplers were not operated during the intercomparison exercise.  In absence of data available for the KFG, the maximum allowed “between-instrument uncertainty” for the Reference Method is used in the calculations:   U2bs, SM = 1 µg.m-3
The “between-instrument uncertainty” for the Candidate Method has been computed using a comparison done by NETCEN, AEA Technology in 1998 (Harmonisation of PM10 Monitoring Methods, AEA Technology, April 1998). Data from collocated TEOM 1400 and TEOM 1400 AB are used for this purpose. The following “between-instrument uncertainties” are found for the TEOM:

	Data base
	Ubs, CM
	Number of paired data

	Full data set
	1.03 µg.m-3
	49

	PM10 > 15 µg.m-3
	1.08 µg.m-3
	43

	PM10 < 15 µg.m-3
	not enough data available


Table 5.1 “Between-instrument uncertainties” for the Candidate Method for the full dataset and for the dataset corresponding to PM concentrations greater than or equal to the upper assessment threshold specified in the relevant Daughter Directive (15 µg.m-3).

( Since the “between- instrument uncertainty” of the Candidate Method is below 2 (g.m-3, the first condition is satisfied.

( The “between- instrument uncertainty” of the Candidate Method still has to be determined for each of the comparisons separately, for all results together and for the dataset corresponding to PM concentrations below 50% of the upper assessment threshold specified in the relevant Daughter Directive.

( The “between- instrument uncertainty” still has to be determined for the Reference Method.

5.2.2. Comparison between Candidate and Reference Methods: “Combined Uncertainty” and “Expanded Uncertainty” of the Candidate Method

The slope of the linear relationship between TEOM and KFG data is outside the range 0.9 to 1.1 for all sites and for the full dataset. A correction factor obtained from the full dataset is applied to all TEOM values (1/b = 1.30 from y = 0.7688x, see Table 4).

Where the linear relationship between corrected TEOM and KFG data has a slope outside the range 0.9 to 1.1, the equivalence “fails on slope”; where the “Expanded Uncertainty” WCM is above 25%, the equivalence “fails on scatter”; where both the slope is inside the range 0.9 to 1.1 and WCM ( 25%, the equivalence is accepted.

After correction using TEOMcorr = 1.30.TEOM :

· All sites together: fail on scatter

· Data > 15 µg.m-3: fail on scatter

· Belfast: fail on slope

· Glasgow: fail on slope

· Harwell: fail on slope

· Marylebone Road: fail on scatter

· Port Talbot: fail on scatter

· Thurrock: fail on slope

5.2.3. Conclusions

Since the corrected values shall satisfy the requirements for all datasets or subsets, the TEOM cannot be accepted as an equivalent method.

Table 5.2:  Results

	Comparison
	Linear relationships
	R2
	Calculation of the uncertainty

	
	Raw TEOM data
	Corrected TEOM data
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	All sites together
	y = 0.689x + 3.90
	y = 0.948x + 3.695
	0.67
	49.44
	0.30
	0.09
	51.83
	29.1%

	Data > 15 µg.m-3
	y = 0.727x + 2.27
	y = 1.029x + 0.16
	0.56
	62.20
	0.65
	0.18
	65.02
	32.5%

	Belfast
	y = 0.593x + 5.61
	y = 0.806x + 6.48
	0.70
	NA
	NA
	NA
	NA
	NA

	Glasgow
	y = 0.573x + 6.28
	y = 0.818x + 6.61
	0.51
	NA
	NA
	NA
	NA
	NA

	Harwell
	y = 0.382x + 7.88
	y = 0.537x + 9.57
	0.45
	NA
	NA
	NA
	NA
	NA

	Marylebone Road
	y = 0.693x + 6.47
	y = 0.965 x + 5.80
	0.62
	55.71
	4.101
	0.49
	62.29
	31.8%

	Port Talbot
	y = 0.758x + 3.68
	y = 1.071x + 2.53
	0.57
	68.41
	9.25
	0.74
	80.39
	36.1%

	Thurrock
	y = 0.539x + 4.47
	y = 0.728x + 5.04
	0.72
	NA
	NA
	NA
	NA
	NA


NA:  Uncertainty not calculated as the corrected TEOM data ‘fail’ on slope
6. DESCRIPTION AND APPLICATION OF OCTOBER 2004 METHOD

6.1 Description

Now the equivalence tests may not hold for all sites within a Member State. Sites may be classified according to both site type and region and the Member State must demonstrate that the equivalence applies to all sites.

Results of existing studies may be used provided that they are obtained under conditions in accordance with the requirements of the “Field test programme” and “Evaluation of data collected” in the Equivalence guidance.

Changes are highlighted in bold in the text (except changes in formulae). Formulas defining Uc-s(yi) and wc,CM(yi) have been changed.

The method of the “Field test programme” described in the “Demonstration of Equivalence of Ambient Air Monitoring Methods” (Methods for particulate matter) has been used.  The general requirements of the field test programme are as follows:

(i) A minimum of 4 comparisons or tests shall be performed.

(ii) Test sites shall be representative for typical conditions for which equivalence will be claimed, including:

· possible episodes of high concentrations, 

· episodes of high and low fractions of semi-volatile particles to cover the maximum impact of losses of semi-volatiles,

· episodes of high and low air humidity and temperature to cover any conditioning losses of semi-volatiles during the sampling process,

· episodes of high and low wind speed to cover any dependency of instrument’s inlet performance.

(iii) A minimum of 40 measurements averaged over a 24-hours shall be collected for each test.

(iv) Samplers and instruments shall be positioned in such a way that the effect of spatial inhomogeneity of the compound concentration in the sampled air is negligible in comparison with other uncertainty contributions.

(v) Both methods shall be operated under conditions reflecting practical application in the field, e.g., calibration intervals, flow checks, analysis of blank samples.

(vi) Of the full dataset at least 20% of the results shall be greater than 50% of the limit value specified in the relevant Daughter Directive (25 µg/m3).
(vii) Field tests shall be performed in which Candidate and Reference Methods are compared side-by-side in order to assess:

· the “between-sampler/instrument” uncertainty of the Candidate and Reference Methods (1),

· the “comparability” of the Candidate and Reference Methods (2).

Both will be used in the calculation of the “Combined Uncertainty” to be assigned to the Candidate Method (3) and in the determination of the “Expanded Uncertainty” of the Candidate Method (4). The latter is used for comparison to the data quality objective for the Reference Method stated in the European Directive 1999/30/EC for PM10.

6.1.1. Determination of the uncertainty of the Reference and Candidate Methods

The “between-instrument” uncertainties shall be determined through the use of two collocated samplers. These are calculated from the differences of all 24-hour results of the candidate samplers (or reference samplers) operated in parallel according to the following formula.
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where

yi,1 and yi,2 are the results of parallel measurements for a single 24-hour period (i)

n = number of 24-hour measurement results.

The “between-sampler/instrument uncertainty” shall be below 3 (g.m-3; otherwise equivalence shall not be declared for the Candidate Method when this condition is not satisfied.

The ”between-sampler/instrument uncertainty” shall be determined for each of the comparisons separately, for all results together, for two datasets obtained by splitting the full dataset according to PM concentrations: greater than or equal to, or below 50% of the upper assessment threshold specified in the Daughter Directive.

6.1.2. Calculation of the uncertainty due to the “lack of comparability” between Candidate and Reference Methods

For the evaluation of the uncertainty due to the “lack of comparability” between Candidate and Reference Methods it is assumed that the relationship between measurements of both methods can be described by a linear relation of the form
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The relation between the results of the Candidate Method and those of the Reference Method is established using a regression technique that leads to a symmetrical treatment of both variables. An orthogonal regression (Major Axis) is advocated.

The general relationship describing the dependence of uc-s on xi is given by:
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where:


( b is the slope from orthogonal regression analysis
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 are the arithmetic means


( a is the intercept from orthogonal regression analysis
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( RSS is the sum of square residuals resulting from the orthogonal regression
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( u(xi) is the random uncertainty of the reference method; the value of ubs calculated for the application of the Standard Method in these tests may be used (results from prior studies may be used provided that fulfill the requirements of the field test programme and of the calculation of performance characteristics). The between-sampler/instrument uncertainty for the standard method shall be below or equal to 2 µg m3.

( n is the number of data pairs

The uncertainty uC_S shall be calculated for each of the comparisons separately, for all results together, for a dataset representing PM concentrations greater than or equal to 50% of the upper assessment threshold specified in the Daughter Directive.

6.1.3. Calculation of the “Combined Uncertainty” to be assigned to the Candidate Method

For all datasets the “Combined Relative Uncertainty” of the Candidate Method wc,CM is calculated as follows:
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For each of the datasets the uncertainty at the daily limit value wCM is calculated by taking as yi the concentration at the limit value:

yi = 50 µg.m-3
6.1.4. Calculation of the “Expanded Uncertainty” of the Candidate Method
For each of the datasets the “Expanded Relative Uncertainty” of the results of the Candidate Method is calculated by multiplying wc,CM by a coverage factor k reflecting the appropriate number of degrees of freedom resulting from the determination of wc,CM as
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k=2, when a large number of experimental results is available.

6.1.5. Conclusion

WCM is compared to the data quality objective for the Reference Method (i.e. 25%)

WCM ( 25%o: the Candidate Method is accepted as equivalent to the Reference Method

WCM > 25%: the Candidate Method is not accepted as equivalent method.

6.1.6. Application of correction factors or terms

When WCM > 25% occurs, it is permitted to apply a correction factor or term resulting from the regression equation obtained for the full dataset. The corrected values obtained shall satisfy the requirements for all datasets or subsets. Even when WCM ( 25%o, a correction may be applied in order to improve the accuracy of the Candidate method.

There are three situations:

1. The slope is not significantly different from 1 but the intercept is significantly different from 0

2. The slope is significantly different from 1, the intercept is not significantly different from 0

3. The slope is significantly different from 1 and the intercept is significantly different from 0

In case (1) the value of the intercept may be used to correct all input values yi (yi, corr = yi – a). In case (2),  the value of the slope b may be used to correct all input values yi (yi, corr = yi/b). In case (3), the values of the slope b and the intercept a may be used to correct all input values yi (yi, corr = (yi – a)/b)

A new relationship is calculated using the resulting relationship:  yi, corr = c + dxi
Uc-s is then calculated as (general equation):
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Where var(a) and var(b) are respectively the variance of the original intercept and the variance of the original slope from a Least Square regression analysis.
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The “combined uncertainty” and the “expanded uncertainty” of the candidate method are then calculated as in 5.3 and 5.4; conclusion as in 5.5.

6. 2. Results
Because of the very large datasets available, it is considered that the general requirements are fulfilled (large ranges of concentrations, concentrations of semi-volatile particles, temperature, wind speed).

6.2.1. Uncertainty of the Reference and Candidate Methods

Co-located reference and candidate samplers were not operated during the intercomparison exercise.  In absence of data available for the KFG, as previously a “between-instrument uncertainty” of 1 µg.m-3
 is used in the calculations:   U2bs, SM = 1 µg.m-3
The “between-instrument uncertainty” for the Candidate Method has been computed using a comparison done by NETCEN, AEA Technology in 1998 (Harmonisation of PM10 Monitoring Methods, AEA Technology, April 1998). Data from collocated TEOM 1400 and TEOM 1400 AB are used for this purpose. The following “between-instrument uncertainties” are found for the TEOM:

	Data base
	Ubs, CM
	Number of paired data

	Full data set
	1.03 µg.m-3
	49

	PM10 > 15 µg.m-3
	1.08 µg.m-3
	43

	PM10 < 15 µg.m-3
	not enough data available


Table 6.1: “Between-instrument uncertainties” for the Candidate Method for the full dataset and for the dataset corresponding to PM concentrations greater than or equal to the upper assessment threshold specified in the relevant Daughter Directive (15 µg.m-3).

( Since the “between- instrument uncertainty” of the Candidate Method is below 3 (g.m-3, the first condition is satisfied.

( The “between- instrument uncertainty” of the Candidate Method still has to be determined for each of the comparisons separately, for all results together and for the dataset corresponding to PM concentrations below 50% of the upper assessment threshold specified in the relevant Daughter Directive.

( The “between- instrument uncertainty” still has to be determined for the Reference Method.

6.2.2. Comparison between Candidate and Reference Methods: “Combined Uncertainty” and “Expanded Uncertainty” of the Candidate Method

Because the slope of the linear relationship between TEOM and KFG data is outside the range 0.9 to 1.1 for all sites and for the full dataset (additionally, all have WCM > 25%), a correction factor obtained from the orthogonal linear regression equation obtained for the full dataset is applied to all TEOM values :

 yi,corr. =(y – 3.90)/0.689.

Where the linear relationship between corrected TEOM and KFG data has a slope outside the range 0.9 to 1.1, the equivalence “fails on slope”; where the “Expanded Uncertainty” WCM is above 25%, the equivalence “fails on scatter”; where both the slope is inside the range 0.9 to 1.1 and WCM ( 25%, the equivalence is accepted.

Details on the calculations in table 4: in black, calculations for non-corrected TEOM values; in blue, calculations for corrected TEOM values.

After correction:

· All sites together: fail on scatter

· Data > 15 µg.m-3: fail on slope
· Belfast: fail on scatter

· Glasgow: fail on scatter
· Harwell: fail on slope

· Marylebone Road: fail on slope

· Port Talbot: fail on slope
· Thurrock: fail on slope

Note: where the comparison “fails on slope”, it also fails on scatter.

6.2.3. Conclusions

The conclusion is unchanged: the TEOM cannot be accepted as an equivalent method.

It might be noted that the correction using the orthogonal linear regression equation obtained for the full dataset does not fit for most of the sub-datasets (only Belfast & Glasgow get a slope inside 0.9 –1.1 after correction).

Table 6.2:  Results. In blue, after correction using the relationship from the full dataset: y = 0.689x + 3.90
	
	Orthogonal linear relationships
	
	Calculation of the uncertainty

	Comparison
	Raw TEOM data
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	All sites together
	y = 0.689x + 3.90
	0.67
	53.10
	135.61
	-
	-
	187.71
	54.8%

	
	y = 1.084x - 2.24
	
	119.90
	3.86
	0.12
	0.05
	122.75
	44.3%

	Data > 15 µg.m-3
	y = 0.727x + 2.27
	0.56
	70.41
	129.85
	-
	-
	199.25
	56.4

	
	y = 1.191x - 6.89
	
	166.05
	7.08
	0.24
	0.13
	172.50
	52.5

	Belfast
	y = 0.593x + 5.61
	0.70
	27.13
	217.71
	-
	-
	243.84
	62.5%

	
	y = 0.918x + 1.14
	
	59.88
	8.68
	0.83
	0.25
	68.64
	33.1%

	Glasgow
	y = 0.573x + 6.28
	0.51
	48.05
	22.7.47
	-
	-
	274.52
	66.3%

	
	y = 0.954x + 0.85
	
	111.73
	2.13
	0.96
	0.25
	114.07
	42.7%

	Harwell
	y = 0.382x + 7.88
	0.45
	17.69
	529.51
	-
	-
	546.20
	93.5%

	
	y = 0.626x + 4.60
	
	39.12
	199.37
	0.43
	0.07
	237.99
	61.7%

	Marylebone Road
	y = 0.693x + 6.47
	0.62
	60.22
	78.94
	-
	-
	138.17
	47.0%

	
	y = 1.110x - 0.52
	
	138.28
	24.82
	0.65
	0.49
	163.24
	51.1%

	Port Talbot
	y = 0.758x + 3.68
	0.57
	80.68
	70.51
	-
	-
	150.19
	49.0%

	
	y = 1.238x - 3.95
	
	190.43
	63.20
	1.04
	0.40
	254.08
	63.8%

	Thurrock
	y = 0.539x + 4.47
	0.72
	19.95
	345.77
	
	
	364.72
	76.4%

	
	y = 0.828x - 0.47
	
	43.56
	82.26
	0.40
	0.16
	125.38
	44.8%


7. CONCLUSION AND COMPARISON BETWEEN BOTH METHODS

Both methods give results that are significantly different; but lead to the same conclusion: The TEOM fails the equivalence test.

Both methods are based on similar approaches: Deviations from an orthogonal (Major Axis) linear relationship are used to test the equivalence of the TEOM in comparison to the European gravimetric Reference Method. In the general equation, two complementary terms are used. One that considers the degree of scatter in the data (and using the residue values) and another term that gives 'a measure' of how the fitted linear relationship is far from the y = x line.

Then, deviations from linearity and variability in the results are fatal to the Candidate method. Deviations from linearity and variability in the relationships are frequent characteristics of the relationships between TEOMs and gravimetric methods. Then the failing of the TEOM as a Candidate method is not surprising.

Table 7.1 presents the results using the former procedure to test equivalence (chapter 5), the final draft procedure (chapter 6), the 1.3 correction factor (chapter 5) and the correction from the orthogonal regression (chapter 6). Four cases are considered in order to examine the impact of the changes (table 7.1).

The expanded uncertainties are higher using the procedure of the final draft version (October 2004). That means that this new method is more severe than the last one.

Small differences are found between ‘expanded uncertainties assigned to the Candidate Method’ calculated using the 1.3 correction factor and the orthogonal linear regression (for the entire dataset). Expanded uncertainties are a bit higher when an orthogonal linear relationship is used to correct TEOM data. This is not the result of the addition of the Var(a) term (that is negligible).

Whatever the correction used (factor or linear relationship), only two out of six sites finally show orthogonal linear relationships with a slope that belongs to the 0.9-1.1 range. This highlights the strong differences between sites. The 1.3 factor leads to a linear regression with a slope belonging to the 0.9-1.1 range for Marylebone Road and Port Talbot datasets. On the contrary, the orthogonal linear regression factor leads to a linear regression with a slope belonging to the 0.9-1.1 range for Belfats and Glasgow.

Figure 7.1: Comparison between methods: relationships between corrected TEOM values and KFG and expanded uncertainties

T1 : 1.3TEOM correction + former method (September 2003)

T2 : Correction using the orthogonal linear regression + former method (September 2003)

T3 : Correction using the orthogonal linear regression + new method (October 2004)

T4 : 1.3TEOM correction + new method (October 2004)
	Comparison
	Raw TEOM data
	1.3* TEOM
	Orthogonal regression:

(y-3.90)/0.689

	R2
	T1
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	All sites together
	y = 0.689x + 3.90
	y = 0.948x + 3.695
	y = 1.084x - 2.24
	0.67
	29.1%
	30.5%
	44.3%
	38.8%

	Data > 15 µg.m-3
	y = 0.727x + 2.27
	y = 1.029x + 0.16
	y = 1.191x - 6.89
	0.56
	32.5%
	NA
	NA
	45.6%

	Belfast
	y = 0.593x + 5.61
	y = 0.806x + 6.48
	y = 0.918x + 1.14
	0.70
	NA
	24.2%
	33.1%
	NA

	Glasgow
	y = 0.573x + 6.28
	y = 0.818x + 6.61
	y = 0.954x + 0.85
	0.51
	NA
	31.3%
	42.7%
	NA

	Harwell
	y = 0.382x + 7.88
	y = 0.537x + 9.57
	y = 0.626x + 4.60
	0.45
	NA
	NA
	NA
	NA

	Marylebone Road
	y = 0.693x + 6.47
	y = 0.965 x + 5.80
	y = 1.110x - 0.52
	0.62
	31.8%
	NA
	NA
	44.5%

	Port Talbot
	y = 0.758x + 3.68
	y = 1.071x + 2.53
	y = 1.238x - 3.95
	0.57
	36.1%
	NA
	NA
	54.2%

	Thurrock
	y = 0.539x + 4.47
	y = 0.728x + 5.04
	y = 0.828x - 0.47
	0.72
	NA
	NA
	NA
	NA


NA:  Uncertainty not calculated as the corrected TEOM data fail on slope
8. IMPACT OF ‘OUTLIERS’ IN DATASET

There are some potential ‘outliers’ in the datasets that may have a considerable impact upon the linear regression, and possibly upon the ‘expanded uncertainty’ assigned to the Candidate Sampler. The affect of these outliers has been investigated in the Port Talbot dataset.

General QA procedures are applied to the data, and any suspect values are subject to investigation.  This includes review of site records, recalculation of mass concentrations etc, and in some instances re-weighing of filters.  Scientific investigation is however limited (particularly on the KFG samplers) and it is not possible to re-weigh the unexposed filter, identify local problems with the sites that were not reported, or identify losses or artefacts that may have occurred post-sampling.

8.1 Initial evaluation of the data

An initial evaluation of the data is represented in Figures 1 and 2, with the following points highlighted:

· Paired data with ratios TEOM/KFG above 1.25 (percentile 0.95) and below 0.54 (percentile 0.05) and far from the 1:1 line are spread over the entire measuring period (Fig 1&2).

· The most extreme outliers with KFG>>TEOM data occurred during the winter 01/02 (Fig 2).

· The most extreme outliers with TEOM >>KFG data occurred in April, July and November 01
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Figure 8.1 : Ratios TEOM/KFG from September 1999 to September 2002. The lines represent the percentiles 5%, 25%, 50%, 75%, 95%.
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Summer 99 (September 99)
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	Figure 8.2: Port Talbot, TEOM vs. KFG data according to the season and the year. Winter: October to March; Summer: April to September. Orthogonal regressions and Pearson correlation coefficients.




8.2 Examination of possible outliers

An outlier is “an observation that does not conform to the pattern established by other observations” (Gilbert, 1987).

Data cannot be thrown away without any reason. There are 3 kinds of “outliers”:


( Recording and measurement errors


( Incorrect distribution assumption


( unknown data structures or correlations, including unsuspected factors of practical importance.

In case (, these observations should be removed or corrected when possible; but not in cases ( and (.

It is important that no datum are discarded solely on the basis of a statistical test. There is always a small chance (the ( level of the test) that the test incorrectly declares the suspect datum to be an outlier.

If no plausible explanation for an outlier can be found, the outlier might be excluded, accompanied by a note to that effect in the database and in the report. In addition, one could examine the effect on final analysis procedures applied to the dataset when outlier was both included and excluded (Gilbert, 1987).

8.3 Methods to identify outliers

The Grubb’s and Rosner tests are presented. The Rosner’s test is an extension of the Grubbs’ test when more one outlier to exist is hypothesized. Both tests are two-tailed z-score methods and actually involve the same formulas.

Grubbs’ test

The Grubbs’ test is a procedure for identifying one outlier. It is a two-tailed test since the procedure identifies either suspiciously large or suspiciously small data. This test assumes that the main body of data is from a normal distribution.  The number of observations shall be n > 6.

Let 
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That is the largest absolute deviation from the sample mean in units of the sample standard deviation.

G is compared with a critical value ((t).
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where t is the critical value of the Student t distribution with (n-2) degrees of freedom and a significance level of (/2n.

The null hypothesis is 

H0: there is no outlier in the dataset

The alternative hypotheses are: 
HA: there is one outlier in the dataset

Rosner’s Test

Rosner’s test is a “many-outlier” sequential procedure for identifying up to 10 outliers. It is a two-tailed test since the procedure identifies either suspiciously large or suspiciously small data. This test assumes that the main body of data is from a normal distribution. The upper limit k on the number of potential outliers present should be defined. The number of observations shall be n > 25.

Let 
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 be the arithmetic mean and the standard deviation, respectively, of the (n-i) observations in the dataset that remain after the i most extreme values have been removed. i ranges from 0 to k (k ≤ 10). 
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Ri+1 is for deciding whether the i+1 most extreme values in the complete dataset are outliers from a normal distribution.
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where Zp is the pth quantile of the N(0,1) distribution and p=1-[((/2)/(n-i)]

The null hypothesis is 

H0: the entire data set is from a normal distribution

The alternative hypotheses are: 
HA, k: there are k outliers

HA, k-1: there are k-1 outliers

HA, 1: there is 1 outlier.

8.4. Application of the tests: examination of the distribution of the dataset

Because these tests are used to detect outliers in a univariate dataset, the test needs to be applied to the ratios TEOM/KFG (it is not the purpose to detect very large or very small KFG or TEOM values). However, the tests require that the data follow a normal (or lognormal) distribution. The first step is then to examine the distribution of the data.

Histogram plots of KFG and TEOM data (in 5 (g.m-3 size bins) are shown in Figures 3 and 4.  The data follow the expected lognormal distribution. A similar histogram for the KFG:TEOM ratio is shown in Figure 5.  In this case, the data do not appear to follow either a normal or lognormal distribution, in part due to the increased number of ratios between 0.6 and 0.7.
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Figure 8.3 : Relative frequency of KFG PM10 concentrations per size bin of 5 µg m-3 in width
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Figure 8.4: Relative frequency of TEOM PM10 concentrations per size bin of 5 µg m-3 in width

[image: image76.wmf]0

5

10

15

20

25

30

0.1-0.2

0.2-0.3

0.3-0.4

0.4-0.5

0.5-0.6

0.6-0.7

0.7-0.8

0.8-0.9

0.9-1.0

1.0-1.1

1.1-1.2

1.2-1.3

1.3-1.4

1.4-1.5

1.5-1.6

1.6-1.7

1.7-1.8

1.8-1.9

1.9-2.0

2.0-2.1

Relative frequency (%)

0.15% for Ratios = 

3.0; 3.6; 4.9; 16.3


Figure 8.5 : Relative frequency of ratios TEOM/KFG per size bin of 0.1 in width

Confirmation of the distributions can be determined from probability plots (results not shown). 
8.5 Examination of the equivalence of TEOM for Port Talbot when possible outliers are removed

The approach has been to first exclude the obvious outliers based on a visual inspection of the data, and to examine the effect of their exclusion on the linear relationship and on the “Expanded Uncertainty” to be assigned to the TEOM. Secondly, larger and smaller ratios respectively above the (100 – p)th and below the pth percentile (p from 0. 25 to 25%) have been excluded, and again the effect on the linear relationship and on the “Expanded Uncertainty” has been determined.
8.5.1 Obvious outliers

Figures 8.6 and 8.7 show that these points are far from the main cloud of data. To be noted, on Figure 8.7, the residue increases with the estimation that shows that the linear model is unadapted to this dataset (the residues shall be equally distributed within a band around the x-axis).
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Figure 8.6 : Orthogonal linear regressions with and without circled paired data
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Figure 8.7: Residue versus estimation plot for the whole dataset

However, when these 12 “visual outliers” are removed, the slope is still a little bit below 0.9 (because of the large number of paired data below the 1:1 line). The relationship is however significantly improved and the “Expanded Uncertainty” to be assigned to the TEOM at Port Talbot is 23.3%.
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Figure 8.8: TEOM vs. KFG data. In black data with ratios between the 25th and the 75th percentiles; in the other colours, data between the p=ith and p=(1-i)th percentiles.
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Figure 8.9: Slopes for the Major Axis Orthogonal Regression analysis forTEOM vs. KFG when data with ratios below the p=ith and above the p=(1-i)th percentiles are removed.
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Figure 8.10: Intercepts for the Major Axis Orthogonal Regression analysis forTEOM vs. KFG when data with ratios below the p=ith and above the p=(1-i)th percentiles are removed.
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Figure 8.11: Square Pearson correlation coefficients for TEOM vs. KFG when data with ratios below the p=ith and above the p=(1-i)th percentiles are removed.
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Figure 8.12: Expanded uncertainty for the TEOM when data with ratios TEOM/KFG below the p=ith and above the p=(1-i)th percentiles are removed.

The larger changes of slopes and intercepts of Orthogonal Linear regression analyses and the larger changes of correlation coefficients occur when up to 1% of larger and smaller ratios are excluded. From 2% of larger and smaller ratios excluded, the slope of the orthogonal linear regression is above 0.9 and then the expanded uncertainty to be assigned to the TEOM is below 25%. Because of the large number of ratios around 0.6, the stabilisation of the parameters of the Orthogonal Linear regression do not occurred before 2(10% of values removed. Note that the intercept tends towards a negative value.

8.6 Conclusions

The application of statistical tests for detecting outliers is complicated as the KFG:TEOM ratios for the Port Talbot data do not follow a normal distribution, even when the data are transformed.  The effect of removing ‘visually obvious’ outliers, and increasing numbers of extreme data has been investigated.

It is however possible that these points are not ‘true’ outliers, but correspond to particulate matter with a more important part of volatile material than usual at Port Talbot.  A solution (since using only robust statistical methods is not possible in this case) would be presenting the results with and without suspect values (results in paragraph 3.1. could be presented in the equivalence study).






_1133237463.unknown

_1135671833.unknown

_1140844375.unknown

_1161501166.unknown

_1161503855.unknown

_1161505279.unknown

_1161505718.unknown

_1161505129.unknown

_1161501810.unknown

_1140845011.unknown

_1140853341.unknown

_1140845005.unknown

_1135671886.unknown

_1135672415.unknown

_1140842389.unknown

_1140844271.unknown

_1135673154.unknown

_1135671920.unknown

_1135671866.unknown

_1135403545.unknown

_1135404188.unknown

_1135404316.unknown

_1135671820.unknown

_1135407943.unknown

_1135404221.unknown

_1133670930.unknown

_1133175808.unknown

_1133237316.unknown

_1133098203.unknown

_1133175371.unknown

_1133175501.unknown

_1133175542.unknown

_1133175382.unknown

_1133175359.unknown

_1133091670.unknown

_1133091722.unknown

_1133098168.unknown

_1120305192.unknown

_1124216953.unknown

_1120300096.unknown

